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I aim to build machines that can continually learn new knowledge from their experiences and reason across
tasks, modalities, and environments: answer queries, infer human intentions, and make long-horizon plans
spanning hours to days. While recent advances in Internet-scale data collection and deep learning tools
have made significant progress in many practical applications such as visual recognition, chatbots, and game
agents, extending this success to general-purpose agents remains hard. First, collecting data for long-horizon
interactions with highly variable objects and environments is prohibitively expensive; second, such agents must
be able to continuously acquire new concepts while being able to generalize out-of-distribution to novel states,
goals, and preferences — a challenge beyond the reach of current end-to-end neural network systems.

Building upon large-scale data and models, and integrating insights from theories of computation and studies of
human cognition, I focus on building intelligent agents that can learn as efficiently and generalize as reliably as
humans do. Concretely, these agents should continuously adapt to new concepts (words, objects, skills) quickly,
on the order of 1 to 10 examples, and generalize rapidly to novel states, goals, and even embodiments. To
achieve this, I work on understanding and leveraging the principles of representation and computation for
reasoning, to design systems that are efficient during both training and inference and have strong generalization.

In my research, I use robots as the primary testbed. My key insight into robot decision-making in the physical
world is the importance of abstraction in representation, and compositionality in learning and inference. My
theoretical work has shown that by introducing spatial and temporal factorizations that break down scenes
into entities and trajectories into subgoals, we can obtain provable polynomial circuit complexity bounds for
environmental transition rules learning [1, 2, 3], policies learning [4], and planning [5].

Drawing inspiration from these theoretical evidences and also studies in cognitive sciences, my work proposed
neuro-symbolic concept representations as a composable abstraction of the physical world. Concepts, as
understood by cognitive scientists and philosophers, are the primitive building blocks of thought, which can
be composed to form sophisticated compound thoughts: beliefs, intentions, and plans. Technically, a neuro-
symbolic concept is a unit of knowledge with a name, a type declaration, and an implementation. Illustrated in
Fig. 1, the color “orange” is an object-property concept whose type is a mapping from objects to Boolean values.
Its implementation contains a neural network that recognizes the color based on visual inputs. Action concepts
such as “put-leff” are annotated with argument types and additionally, preconditions and postconditions —
enabling automatic composition of them given novel goals. Their implementations contain neural network-
based sensorimotor policies and generative models for contacts, trajectories, and forces. Leveraging the typing,
preconditions, and postconditions, these concepts are combinatorially re-usable via general-purpose inference
and planning mechanisms. Having learned a finite set of concepts, the agents can be recombined with an
infinite variety, to automatically solve novel problems that may appear completely dissimilar to problems
encountered during training. Fig. 1 illustrates how various concepts can be composed to build a computation
graph that generates robot control commands from sensory inputs based on a natural language instruction. The
graph is constructed by connecting the inputs and outputs of primitive neural network modules, making it
end-to-end differentiable. This allows for gradient-based optimization, enabling the training of all components
using diverse data sources — either through fine-grained annotations of primitive concepts or input-output
pixel-to-torque trajectories. Compared to alternative end-to-end approaches, this system is more data-efficient:
by decomposing the learning problem into the learning of individual concepts; it performs inference faster using
symbolic reasoning tools and generalizes compositionally to unseen states and instructions.

T T L T @ orange) Instruction: put the orange object

to the left of the bottle.
left (x: Obj, y: Obj) — bool: return % left(x, y)
> ORANGE @ BOTTLE
put-left (x: Obj, y: Obj) — action filter ] filter |

| [y
precond:  hand-holding(x) o b gy

1 E=
postcond: left(x, y)
body: @

B2 sensori-motor policies

control cmd.

Figure 1: (Left) [lustration of three types of neuro-symbolic concepts: object properties (e.g., “orange”), relations (e.g.,
“left”’), and actions (e.g. “put-left”). (Right) An end-to-end differentiable computation graph that composes concepts.



Query: Is there an object
to the left of the target?

exists(Object, lambda x:
left(x, iota(Object, lambda y: target(y)))

Figure 2: LEFT [6] is a unified concept learning and reasoning framework that grounds modular concepts across domains,
and flexibly reasons with concepts across tasks with a foundation model.

Recognizing and Reasoning about Visual Concepts

In 2018, I started working on neuro-symbolic concept learning by building systems that learn to recognize
concepts from visual data streams (e.g., images, videos, point clouds, and motion trajectories) for visual
reasoning purposes. The Neuro-Symbolic Concept Learner [NS-CL; 7] is such a framework that learns the
grounding of visual concepts and semantic parsing of sentences without any explicit supervision; instead, it
learns by simply looking at images and reading paired questions and answers. NS-CL builds an object-based
scene representation and translates sentences into executable, symbolic programs. It uses a neuro-symbolic
reasoning module that executes these programs on the latent scene representation. Like human concept learning,
the perception module learns visual concepts based on the language description of the objects being
referred to. Meanwhile, the learned visual concepts facilitate learning new words and parsing new
sentences. The NS-CL framework is very data-efficient. Using only 10% of the training data, it achieves more
than 90% of the accuracy on CLEVR, a standard visual reasoning benchmark [8], surpassing all end-to-end
and hybrid methods by at least 20%. This trend of data efficiency has continued to apply when my co-authors
and other researchers extend the system to a broad set of domains: image-caption retrieval [9], metaconcept
learning (i.e., relational concepts about concepts) [10], video and counterfactual reasoning [11], 3D scene
understanding [12], and reasoning about human motion captures [6]. Joy Hsu, a Ph.D. student at Stanford whom
I co-mentored, and I recently proposed logic-enhanced foundation models [6] that can unify visual reasoning
across different modalities and domains (Fig. 2), by integrating NS-CL and large language models (LLMs).

Another crucial advantage of the NS-CL framework is its compositional generalization. The learned visual
concepts can be recombined to answer more complex questions about scenes involving more objects. It also
enables zero-shot transfer of learned concepts across tasks and even domains, such as transferring learned object
concepts from the task of image captioning (“an apple”) to visual question answering (“how many apples are
there?”’), and to robotic manipulation (“push the apples™).

Connections to (human) language acquisition. The broad idea of joint vision-language learning also opens up
new opportunities for visually grounded language acquisition, including learning syntax [13] and joint syntax
and meaning representations [14]. In the past, I have studied how constituency structures in language can
emerge in the process of learning to align images and captions. Moving towards extremely efficient visual
concept learning by leveraging the syntax-semantics correspondences of words, I built systems that can infer the
syntax and meaning of novel words that are grounded in vision from just a single example [14, 15], suggesting
a promising approach for online concept adaptation and human language acquisition modeling.

Planning for Actions to Realize Concepts in the Physical World

In robotic domains, we want not only to recognize object properties, relations, and layouts but also want
to actively produce action sequences to achieve them. This is difficult due to the fundamental interactions
between geometric (e.g., reachability and collision), physical (e.g., friction and stability), and other task-related
constraints (e.g., human preference). This creates a highly variable set of situations due to the combinatorial
nature of objects, states, and goals.

Drawing insights from robotic mechanics, I propose to learn factorized generative models that can generate
control parameters (e.g., poses, forces, and trajectories) at primitive levels, and produce long-horizon
plans with general-purpose planning and inference algorithms that find control parameters satisfying all
constraints of robots, task goals, and user preferences. I develop algorithms that deeply integrate model and
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Figure 3: (Left) My neuro-symbolic framework learns various components of a world model and solves novel tasks using
a general-purpose planner. (Right) It can achieve various types and levels of generalizations.

policy learning with online planning. I build novel object-centric representations for geometric, physical, and
semantic constraints, and develop novel domain-independent planning and inference algorithms [16, 5].

Primitive manipulation concepts. My past research has studied learning generative models of actions grounded
on relations among object parts. Working with Weiyu Liu, a Stanford Postdoc that I co-mentored, and other
colleagues, I build generative models for goal-achieving trajectories (e.g., pouring, lifting handles, opening
doors and drawers) that are subject to various geometric and physical constraints (e.g., kinematic joints, stability,
and alignments) that are defined over features among different object parts (e.g., pouring requires the alignment
between two rims) [17, 18, 19]. Learning such factorized models is significantly more efficient than learning
the entire sensorimotor policy (reducing the required amount of training examples from hundreds to 10).
Importantly, factorized models also show stronger generalization to novel object poses, instances, and even
categories (e.g., generalizing from pouring from glasses to saucepans) and unseen backgrounds.

Causal action models for planning. With the goal of composing primitive concepts to form long-horizon plans,
I worked on learning causal action models that support combination in novel situations. On the representational
language side, I have developed PDSketch [16] and its successor CDL [5], which are interpretable representation
languages that can be produced by humans or machine models, such as large language models (LLMs). In CDL,
a state is described by a set of objects and their relational features (e.g., poses and contacts). These features can
Boolean values or neural network features. A causal action model describes the set of constraints over states
and actions and the effect of a behavior, similar to the pre- and post-conditions of a computer program. CDL is
a novel representation unifying both imperative strategies (“policies”) that can be followed step-by-step and
declarative models for planning. They can be combined seamlessly to solve a single problem. All parts of these
representations, including the programmatic structures and neural networks predicting state features, action
effects, and trajectories, can be learned from data. At inference time, a domain-independent planner takes the
current state and the task goal as input and produces robot control commands.

CDL provides a flexible interface for us to model the sparsity and locality nature of physical interactions.
As a concrete example, many manipulation skills can be decomposed into a sequence of subgoals about
object interactions. Building on these principles, illustrated in Fig. 3, I have built systems that can acquire
manipulation skills such as pushing thin objects to edges for grasping, using hooks to reach distant objects, and
hanging various objects on rods, from single demonstrations and some practice [20, 21]. Our key insight lies in
interpreting these skills as a sequence of robot-object and object-object contact modes, which provides a natural
scaffold for learning generative models for continuous parameters. These learned strategies and models can be
seamlessly integrated into the CDL framework to enable their compositional use with other skills. My past work
also includes systems that can generalize to unseen combinations of skills and objects [22], systems that are
robust to motion and task-level perturbations [ 18], and systems that can make and execute long-horizon plans in
novel states for novel goals [16, 23, 24, 25]. The principles of building composable abstractions around entity
and temporal structures extend beyond robotics to general decision-making, such as digital agents capable of
performing everyday tasks on computers by cumulatively learning reusable subroutines from experience [26].

Future Research: General-Purpose, Theoretically-Grounded, and Human-Centered Intelligence

Structured, continuously learning foundation models for robotics. The success of integrating general
planning and inference algorithms with generative models for continuous parameters in robotics has shown



promise in few-shot learning and robust generalization. This suggests a path forward for scalable and general-
purpose robots. Building on my previous work, I envision a “compositional foundation model” for robotics
that broadly covers a collection of primitive manipulation concepts and causal action models for everyday and
industrial tasks. This approach is totally compatible and complementary with existing efforts on large-scale
data-collection and pre-training — they can be used as the data and building blocks to construct the composable
representations. More importantly, the adaptation of training “compositional foundation models” would help
us to shift our attention from data quantity to the quality and diversity of tasks covered. Additionally, it also
enables us to learn physical knowledge from a wider array of data streams other than robot trajectories, from
language descriptions of task workflows [27], to image-only annotations for spatial constraints, to human-object
interaction videos [28]. This paradigm offers a flexible and scalable foundation for robot learning.

A current limitation of many robot learning systems, including mine, is their reliance on human demonstrations
or language-based knowledge. The concept-centric representations provide a basis for more directed and
effective exploration that would enable robots to explore and solve new tasks autonomously. Starting with a
basic set of human-taught concepts, these systems would use planning and optimization to discover efficient
strategies (e.g., tool use) and thus form new action concepts. This approach would also allow new relational
concepts about object states to emerge, defining the preconditions under which these strategies can be applied.
Ultimately, this would enable robots to continually learn, adapt, and self-improve in the environment.

From physical intelligence to human-centered intelligence. In my previous research, I have focused on
building systems capable of robust reasoning and decision-making under explicit human instructions, typically
without engaging in social interactions with humans. Moving forward, I aim to extend this to robots that can
communicate and collaborate with people. A critical direction for my future work is building robotic systems
capable of inferring human beliefs, preferences, and intentions to enable effective collaboration. Unlike purely
instruction-following systems, robots need to infer implicit human goals from ambiguous cues and engage in
proactive dialogue to resolve uncertainties. Some of my previous work has laid the groundwork for interpreting
human intentions in social contexts by collecting new datasets (e.g., are they helping each other?” [29], can
you hand that to me?”’[30], or “set the dining table for two”[27]). I plan to develop methods for solving these
challenges leveraging insights from computation and cognition.

Another future direction that I am excited about is to develop more efficient and intuitive human-computer
interfaces leveraging neuro-symbolic representations. Fro example, my prior work on program-based represen-
tations of images and videos [31, 32, 33] can serve as inference algorithms in creating interfaces that users to
manipulate real images and videos by editing code.

The engineering science of machine intelligence. I plan to study to the “engineering science of intelligence,”
in particular the hardness of practical reasoning and decision-making problems (e.g., complexity) and the
theoretical trade-offs between learning and inference (e.g., policy learning vs. planning), and between structural
biases and efficiency. My past work has made several contributions to theoretical understanding: circuit com-
plexity upper bounds for policies in discrete decision-making problems [4], the expressivity and generalization
bounds for relational neural networks (such as transformers) [1, 2], as well as the sample complexity and
identifiability of Transformers [3] but they are far from explaining the true human-level intelligence and learning.
In the short term, I hope to extend these results to continuous state and action spaces, and understand better the
learning dynamics and complexity. These theories will have practical consequences in helping us make design
choices about representations and algorithms.

Reverse engineering human intelligence. I have been working at the boundary of Al and cognitive science,
and I plan to deepen this interdisciplinary approach in the future by applying new computational tools to
advance cognitive science. In particular, the neuro-symbolic techniques I have developed can serve as, first,
analytic tools for modeling data distributions in a more interpretable manner than purely neural network-based
approaches. For instance, examining changes in logographic writing systems using a symbolic program learning
approach has allowed us to quantify simplification trends over time [34]. Second, neuro-symbolic models can
serve as alternative computational models for human cognition. I am particularly interested in understanding
human causal reasoning, language acquisition and learning, and human learning and use of tools, possibly
building on top of my past work on related datasets and machine reasoning algorithms [35, 36, 20].

Summary. I plan to continue to design methods for representation and reasoning, understand their theoretical
properties, and use them in real robot systems, with the goal of understanding and building systems that can
learn as flexibly and generalize as robustly as humans.
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